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OPC OPCFailover in Action

Py
"

>
P 2 2=

Explanation through Example:/,;;;

Overview

OPC server monitoring should be simple and at ticagsappear to be. It is easy for this
simplicity to lead us into a false sense of segunitd can lead to being caught out. Usually
problems happen when we're not there. You're IU€kpu’'ve never had an overnight run
fail on you.

Infrequent events can be particularly challengisgeeially when running experiments that
may not yield a result until much later on. Corimegan OPC client to a server and logging
the data being output is fairly straightforward @ogh a set-up is usually adequate.
Occasionally however such a configuration failsapture the result because of OPC server
failure. There can be many reasons for such aréabut it can be as simple as the server
being switched off.

The alternative usually requires the time of Adrsiirzitors or other Engineers to set up
proxies for redundancy or further OPC servers faadtorage (which could loose connection
also). But is this really necessary for just s@xeerimentation work? Also if redundancy is
already in place then a set-up should be possiltle that if one OPC server is unavailable
another one can be used instead without having to great pains.

Jemmac Software Ltd took an approach with theidpet, OPCFailover, which is very
straightforward. It allows an OPC client to conndicectly to a server, but if the server fails
switches the client to communicate with one or niekup OPC servers. The solution does
not use proxies of any kind so is very easy taipet

The purpose of this article is to see how OPCFailovorks in practice through
experimentation. The reader should feel comfoetabtting up OPCFailover so they can
evaluate for themselves. Jemmac Software Ltdelgtencourages potential users to
download the trial version of their software befptechase and test in a real environment.
All testing is done using commercially availablétaare preferably trial version where
possible.
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OPC OPCFailover in Action

The Set-Up

After visiting the Jemmac Software Lterebsite and reading the product documentation for
OPCFailover the trial version of the software wawdloaded. The process was very
straightforward, requiring an email address toikecthe link for the download. Upon
installation | read through the help file to gaimther knowledge on the product to determine
what sort of test set-up to choose.

A typical OPC set-up would usually involve multigldC Servers accessing a single DCS.
Reading a data item in such a manner would not shoywgh which path the data had
travelled so is not useful for a testing environinen

After reading through the documentation | decideat it would be best to set up a test that
would show clearly the mechanics of OPCFailovemaking the data source obvious. My
test suite would not be connected to a DCS anddwaguire dummy OPC Servers, which
would appear to be the same, but give differentesmblepending on their source. Figure 1
shows the how 3 PCs will be configured for tesfingposes.

OPC Client
OPCFailover
PC
1
I |
OPC Server OPC Server
PC PC

Figure 1 - Test Configuration

Two PCs will be installed with an OPC Server arelgshme data item set configutedhe
value of this data item will be different on theotRCs. When we read from an OPC Cilent
on a third PC, with OPCFailovialso installed, it should be obvious which OPQ/8ethe

data has come from. Trial versions of softwaré belused so that these experiments can be
repeated easily.

The PCs will be named as follows:
* OPC Client / OPCFailover PC — Test Master
* OPC Server PC #1 — Test Node 2
* OPC Server PC #2 — Test Node 3

OnTest Node 2 will create an OPC data item with the value 2f.“ Similarly onTest Node
3the value will be “3” for the same named OPC d&mi This means that if we read from
the OPC Client and the value is “2” then we knowat tihe source of the data wBsst Node 2

1 Jemmac Software Ltdwww.jemmac.com
2 MatrikonOPC Simulation Server used for the OPC serv@ww.matrikonopc.com

% SapphireTrend was used as OPC client and dataliszien —www.sapphiretrend.com
4 OPCFailover available to trial and purchase fl@ww.jemmac.com
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Matrikon Simulation Server is going to be usedtfer OPC Servers, so the name of the OPC
Item ID will be Bucket.Brigade.UInt4 The configuration of the OPC Servers can ba gee
Figure 2.
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Server: Matrikon OPC Simulation. 1 practical OPC hands-on traHen ==l
gets you certified
Connected: Yes, on TEST3 Connected (Async 1/0); Yes (2.0

State: Running Active: Yes

Groups: | el tems: 1
Current Local Time: 05/01/2007 10:24:04 ° urrent Update Rate: 1000 ms
Update Local Time: 05/01j2007 10:20:34 MatikonOPC %z rercent Deadband: 0.00%

Figure 2 - OPC Server data

To think about how to configurBest Mastersome explanation of terminology used by
OPCFailover is necessary. OPCFailover makes mfermFailover Groups but what does
this mean? It is simply a number of OPC Serveas fhovide redundancy and OPCFailover
is to manage. Note that OPCFailover can managgae®PCFailover Groups. The name of
the Failover Group is important, as it is the naha the OPC Client will connect to.

To communicate with an OPC Server,Ri®gld is looked up and it€LSIDis retrieved. Itis
through theCLSIDthat the OPC Client then actually communicatelse @ommon analogy
for this is looking up someone’s phone number whitit person’s name, where tAeogld is
thought of as the person’s name and@h&ID as the phone number. If an error occurs with
communication the OPC Client should reconnect bkiloy up theCLSID again from the
Progld.

OPCFailover works by creating a n&nogld with the name specified by the Failover Group
and assigning th€LSIDto be the same as the required OPC Ser@SID. It then

monitors the health of the currently active OPC/8eand if there is an error, rewires the
CLSID of the Failover Group. When an OPC Client trizsetconnect to the OPC Server it
will now use theCLSID of one of the other OPC Servers in the Failoveru@r
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OPCFai 4 OPCFailover in Action

| Optins i_S.ewels Audltlng

Mame
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Pall Standby Server Every : i.Never Vi
Failower Strategy : ;-Any -v ]
[ 0K l I Cancel

Figure 3 — Group Configuration

The way in which OPCFailover monitors the healtthef OPC Servers in the Failover
Groups can be adjusted in the OPCFailover Managkee. options are shown in Figure 3
above. The number of threads that are used totanddPC Servers can be modified, as well
as the polling period for health of the OPC Sereers the strategy to use for selecting the
next OPC Server upon failure of the active OPC &eriWote that the number of monitor
threads is per instance of the OPCFailover Seasicknot per OPC Failover Group.

The OPCFailover strategy dictates the manner ichvtiie next OPC Server is to be picked if
the current OPC Server fails. The following opti@re available:

* Any -picks the server which responds the quickest wibaess. This should have a
random result.

e First Availablewill always provide precedence to the serversastdo the top of the
list, which is useful in a Primary, Secondary, eyt situation.

*« None -makes no modification to the Active Server - wheset or not.

« Ordered —sets highest ranked server as Active Server whétkezurrent Active
Server has a failure or not.

* Round Robinr processes the OPC servers in the order thatayegar on the screen.
This is useful if failure is common and you wartbitmove through the list and let it
settle on a reliable one.
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OPCFailover,Z, OPCFailover in Action

The following table shows the effect on the Actserver when switching on and off OPC
Servers when there are 3 in an OPCFailover Grdigie that it is assumed that in all cases
the current Active Server is Server 1 (wikhythis may not be true):

Step Any  First Available None Ordered Round Robin Comment

1 A 1 - 1 1 -

2 2 3 2 - 2 2 Stop 1
v Yy

3 2 3 2 - 1 2 Start 1
vy

4 1 3 1 - 1 3 Stop 2

Table 1 - OPCFailover Strategy Comparison

As can be seen in Table 1, ofdyderedchanges the Active Server in Step 3. This is sea
it will not only change the server assignment dailare, but also when a higher ranked
server becomes available again.

# OPCFailover Manager.

File Wiew Service Help
OPCFailover
Impraved OPC data access without added complications.
Simple.
Failover Groups _Group _| Statistics|
p TestOPC Server Status
51 b |'Status Frogll Mode Connect? | Status? Fead? Fiesult Age
| » Matrik.on. OPC. Simulation. 1 OPCTEST1  Passed 5 Z 3Feb 170755
| M atrikon. OPC. Simulation. 1 OPCTEST2  Failed ¢ = 3Feb 16:55:45
|
|
Group
Strateqy : iﬂn}' |
Active Server: | OPCTEST1:Matrikor, OPC Simulation.] |
AuditFile: [OPCFP_TestOPC_2008-02.03_16-55-44-384 st | [ view | [ OpenNew
PID: |38 | Stop
add.. | [ Edi. [ Remove |

Figure 4 - OPCFailover Manager Configuration

Figure 3 and Figure 4 show OPCFailover Managehasast will be configured:

* Failover Group namedestOPCcreated containing the OPC Servers fibest Node
2 andTest Node 3

» Poll Active Server Every — default (10 seconds)thdugh detection can be set
quicker, it is often not necessary to do so.

« Poll Standby Servers Every — default (Never). Okderedis not being used and
standby server health monitoring is not necessheye is no need to poll standby
servers.

* Failover Strategy — default (Any). When there@my 2 OPC Servers the choice of
failover strategy is fairly irrelevant, althougimy may be slightly more responsive.
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OPC OPCFailover in Action

Test Node 2 and 3 will need to be configured sottiDCOM security allows remote
launch and access to the user account that the &B@Er Service is running under (account
named OPCFailover by default). For simplicity loé test | will simply be opening up
DCOM security so that EVERYONE can remotely comroate. This is not recommended
in configuring real OPC Servers, as it is a seguisk.

SapphireTrend will be used as the OPC Client ot Mester with plots for Test Node 2, Test
Node 3 and TestOPC Failover Group.

At this point | have 3 PCs ready and waiting tatstay test. | will keep the test itself fairly
simple, performing and expecting to see the folimyi OPCFailover is working:
e All nodes will be powered up
e SapphireTrend plotting will be started
0 Test Node 2 plot will show value 2
0 Test Node 3 plot will show value 3
o0 Test Master plot will show value 2 - indicating@noection to Test Node 2
* Test Node 2 will be powered down:
o SapphireTrend plots for Test Master and Test Noadél Ztop
0 After a period of time > 60s Test Master plot wsitlow value of 3 —
indicating a connection to Test Node 3 and sucak&4¥?CFailover
* Test Node 2 will be powered up:
o0 Test Node 2 plot will show value 2
0 Test Master plot will remain at 3
e Test Node 3 will be powered down:
0 SapphireTrend plots for Test Master and Test Noddl 3top
0 After a period of time > 60s Test Master plot wiiow value of 2 —
indicating a connection to Test Node 2 and sucue€#?CFailover
If OPCFailover does not work | will expect Test Masand Test Node 2 plots to be the same.

Running the Test

The test was carried out as described in the fatigwection and the plots were observed as
shown in Figure 5. From the plots it can be shat t
e Test Node 2 was disabled between 17:09:30 and Bn11
e Test Node 3 was disabled between 17:13:00 and BR15
e Test Master switched to Test Node 3 after 90s aformection when Test Node 2
was disabled
» Test Master switched back to Test Node 2 after@pprately 110s of no connection
when Test Node 3 was disabled
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Figure 5 - Test Results

During the period of the test, Test Master wastothed in any way except to take a
screenshot after completion. The only interactidth Test Node 2 and Test Node 3 was to
disconnect them from the network through Windowsaek Configuration.
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OPC OPCFailover in Action

Observations

It can be seen that the test was successful. peoctad the Test Master plot changed value of
2 to 3 and then back again whenever the actual 88@r that it is connected to fails. Also
as expected there was a period of no activity wh{ZE®M/OPC was trying to communicate
with the failed OPC Server before giving up. Tikisutside of the scope of OPCFailover
however as it is built-in to the RPC (Remote ProcedCall) mechanism that DCOM and
OPC are built on top of and related to the OPCri€le®mmunication.

Although this was a simple example it showed véepidy how easy it was to put in place
OPCFailover.

One thing to note is that some OPC clients donydbtreconnect with failed servers in a
standard manner and so cannot be used with OP@e&atlis only occurs if the client fails to
perform aProglD to CLSID lookup on reconnect however. Going back to trenpbook
analogy - if you try and ring a second time startiy looking up the phone number first there
will be no problem, if however you remember the bemand redial you will not get through
because the number has changed.

There are also some OPC Clients that give-up dransunication fault has been found. With
these OPC Clients OPCFailover cannot be usedhbutare rare to find. It is useful to use
the trial version of the software if there is amubt about compatibility. In fact reproducing
the test performed here is a very good way of pigifi an OPC Client is suitable for use with
OPCFailover, so it can be seen that SapphireTendgable.

One thing that an article such as this does notapis the speed at which it takes to set up
OPCFailover. The creation of OPCFailover Groupslomadone in minutes and are as simple
to create as configuring an OPC client to conreeit OPC server.

In most cases when using OPC Servers that havevréesn in a robust manner there will be
no problem with connection to OPCFailover.

With OPCFailover in place there is now a way tofoently set up ad-hoc configurations
with OPC with confidence. In fact with such anyetsuse solution there really is no longer
an excuse for failure when running short-term $reahd experiments over OPC.
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